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ABSTRACT

Applications of Research to Operations at Mesoscale (AROME) Airport is the high-resolution version of

the French operational numerical weather prediction model AROME. The purpose of AROMEAirport is to

provide rapidly updated forecasts with a 500-m resolution for nowcasting over an airport and to help with the

prediction of wake vortices in order to increase the efficiency of the airport. Here, the model is evaluated for

the area around Paris Charles de Gaulle Airport (CDG), France. AROMEAirport and other configurations

of the AROME model are compared to observations during two 4-week periods, when additional observa-

tions are available for the area around CDG (May–June 2011 and September–October 2012). The root-mean-

square error and the bias are calculated for the 2-m temperature, 10-mwind speed, and the vertical distribution

of thewind speed using the availablemeasurements. The performance ofAROMEAirport is compared to the

operational configuration of the AROMEmodel both for synoptic hours and in a more realistic setting using

the forecasts fromAROMEAirport starting every hour. It is shown that the forecasts fromAROMEAirport

are an improvement with respect to the operational when comparing runs from all forecast hours, particularly

for the wind speed, but when comparing the synoptic hours, the results are less clear. The sensitivity of

AROME Airport to its data assimilation and initial and lateral boundary conditions is also discussed.

1. Introduction

The air traffic over Europe has increased dramatically

during the last few decades and, despite a recent de-

crease in air traffic, the amount of traffic is very likely to

continue to increase. It has become increasingly difficult

to manage the higher demand for air space and to

manage the traffic flow at the busiest European airports

(EUROCONTROL 2012). The Single European Sky

Air Traffic Management Research project (SESAR;

http://www.sesarju.eu) was created to reform the air

traffic management of the European skies, and one part

of the SESAR project is dedicated to increasing the

capacity of existing airports. This study is a part of the

12th work package of the SESAR project, subproject

12.2.2 ‘‘Runway Wake Vortex Detection, Prediction

and Decision Support Tools,’’ which aims to detect and

forecast the wake vortices created by airplanes during

landing and takeoff.

The capacity of an airport can be increased if a more

flexible approach to the safety distance between aircraft

taking off and landing is adopted. These separation

times are necessary to ensure that an aircraft avoids the

wake vortices created by the landing or takeoff of

the previous aircraft using the runway. However, the

strength and duration of the wake vortices vary not only

by the size and weight of the aircraft but also by the

meteorological conditions. During weather favorable to

wake vortices dissipation, the separation time between

consecutive aircraft can be decreased. Likewise, if the

weather conditions are such that the wake vortices are

more persistent than otherwise, the separation times can

be increased (Gerz et al. 2005).

Historically, nowcasting has been mostly focused on

severe weather conditions and early systems used the

extrapolation of radar or satellite images (Browning

et al. 1982; Smith et al. 1982). Later generations of
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nowcasting systems became increasingly reliable and

new applications have been found as models for nu-

merical weather prediction (NWP) became more com-

plex and computing power increased while progress was

being made in mesoscale data assimilation and short-

term modeling (Mass 2012).

The use of nowcasting systems for airports, whether

based on NWP models or observations, or both, now

ranges from lightning detection (see, e.g., Brovelli et al.

2005; Li and Lau 2008); to nowcasting of winter weather,

where knowing the expected icing conditions and snowfall

helps with the planning of deicing of airplanes and clearing

of runways (Rasmussen et al. 2001); to fog and visibility

(Fabbian et al. 2007; Gultepe et al. 2006); and to more

general systems (Huang et al. 2012; Isaacs et al. 2014).

The Applications of Research to Operations at Me-

soscale (AROME) nowcasting system (AROMENWC;

Auger et al. 2014, manuscript submitted toQuart. J. Roy.

Meteor. Soc.) is based on the operational mesoscale

weather forecasting model of M�et�eo-France (Seity et al.

2011) andAROMEAirport is developed usingAROME

NWC as a base.

The purpose of AROME Airport is to provide a rap-

idly updated high-resolution weather forecast at a dedi-

cated location. AROMEAirport is alsomeant to provide

the input data for a wake vortex prediction model that

can simulate the actual wake vortices. It is important that

the data from AROME Airport are as accurate as pos-

sible in order to provide this wake vortex prediction

model with the best possible startup conditions available.

In order for the wake vortex prediction model to

simulate the formation, dissipation, and movements of

the wake vortices, this model, in addition to the standard

meteorological parameters (temperature, wind speed,

pressure, etc.), also needs to be provided with the eddy

dissipation rate (EDR), which is directly related to the

turbulent kinetic energy (TKE).

The aim of this paper is to present the capabilities of

the high-resolution configuration of the AROMEmodel,

AROME Airport, run with a grid size of 500m on

a small domain around Paris Charles de Gaulle Airport

(CDG), and to verify the accuracy of the short-term

forecasts from AROME Airport for wind speed and

temperature as well as studying the TKE of the AROME

Airport system at different resolutions. The results from

AROMEAirport will be compared to both observations

and the forecasts, as well as analyses from the operational

AROME model.

During May and early June 2011, Thales Air Systems

organized a first measurement campaign, XP0, at CDG

as a part of the SESAR project. During this campaign

observations of wind speedwere taken using several wind

profilers: a sodar, a lidar, and two ultrahigh-frequency

(UHF) profilers. We use these data both as a means to

verify the wind speeds forecasted by the model and,

in the data assimilation of the model, to see whether

additional data can increase the accuracy of the fore-

casts and, if so, to estimate their relative impacts on the

forecasts. During a later observation campaign, XP1,

during September and October 2012, data from two

wind speed profilers (a lidar and a UHF profiler) were

available.

This paper is organized in the following way. Section 2

describes the model configuration of AROME Airport

and the measurement campaigns XP0 and XP1. Section

3 discusses the TKE of the AROMEmodel for different

resolutions. Section 4 shows the results of the verifica-

tion of forecasts from AROME Airport with respect to

the wind speed and the temperature. Section 5 discusses

the results and analyzes the sensibility of the data as-

similation system of AROMEAirport and the impact of

the initialization data and the lateral boundary condi-

tions. The conclusions are presented in section 6.

2. Model configuration

The basis for AROME Airport is the operational

AROMEmodel with a resolution of 2.5 km, which is run

4 times a day (Seity et al. 2011). AROME Airport

consists of twomodels. The first is a model with the same

resolution as the operational model, which covers most

of northern France, an area of 600 km 3 600 km, here-

after called the Paris domain (not shown). Asmentioned

in the introduction, this part of the model is based on

AROME NWC. The second, smaller, domain is cen-

tered around the airport (see Fig. 1) with a resolution of

500m and covering an area of approximately 100km 3
100km. The Paris domain has the same vertical resolution

FIG. 1. The orography of the 100km3 100km area covered by the

inner domain around CDG. The height scale on the rhs is given

inmASL.Thegreen lines indicate the borders between departments.
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and time step as the operational model, 60 vertical levels

and a 60-s time step, whereas the high-resolution model

is run with 113 vertical levels and a time step of 20 s. At

times, outside of the periods presented in this paper,

when there were strong winds in the upper troposphere,

the time step had to be modified and a new time step of

10 s was necessary in order to avoid model crashes.

The lower boundary conditions of AROME Airport

come from the Surface Externalis�ee (SURFEX), which

uses an orography averaged at 1-km resolution and

a land-use database, also at 1-km resolution.

AROME Airport starts by taking the best available

forecast from the operational AROME, which is used

for the initialization of the forecast on the Paris domain

and to provide lateral boundary conditions. The data

assimilation is also performed on the Paris domain where

additional data, which might not have been available for

the operational model, are assimilated. The forecasts

from the Paris domain are, in their turn, used as the

initialization data and boundary conditions for the high-

resolution domain centered on the airport. The sche-

matics of AROMEAirport are presented in Fig. 2. With

this model setup there is no cycling, so each hourly run is

independent from the last one. This makes for a much

simpler configuration than would otherwise have been

the case. As discussed in section 5b, this also means that

AROME Airport does not take advantage of its own

forecast because each run is independent.

AROME Airport provides a 5-h forecast every hour.

Between the first and the second forecast hour there are

outputs every 5min, whereas from forecast hour two,

outputs are provided for every hour. During operational

conditions AROMEAirport will start with a cutoff time

of 15min, leaving sufficient time for additional observa-

tions to be used in the data assimilation, and within

45min after the cutoff time all forecasts will be available.

A complete run of AROME Airport for every hour is

scheduled to be available 1h after its initial time; for

example, the forecasts from the 1300 UTC run will be

available at 1400 UTC.

A number of different configurations of AROME

Airport have been tested, particularly changes in the

parameters for the innermost model. However, to go

through them all in detail would take too much space

without providing much relevant information. Also for

some of the different configurations the differences in

the results were indeed very small. Therefore, only the

results from the best-performing version will be dis-

cussed in this paper unless something else is explicitly

stated.

Measurement campaigns

As mentioned in the introduction, the performance of

AROME Airport is verified for two 4-week periods

where extra data from the two measurement campaigns

in early summer (XP0) and autumn (XP1) were avail-

able. For each measurement campaign a continuous

4-week period is selected: 9 May–5 June 2011 (XP0) and

22 September–19October 2012 (XP1). During bothXP0

and XP1, several wind speed profilers were deployed

near the runways of CDG, primarily to detect the wake

vortex turbulence but they also provided measurements

of the vertical profiles of the wind speed. The wind speed

profiles from some of these instruments are assimilated

FIG. 2. Schematics of the different components of the AROME Airport system and how they interact. Vertical

arrows show the couplings between the model components and horizontal arrows the forecasts.
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by the AROME Airport system, but not by the opera-

tional AROME model, and are used in section 4c to

assess the impact of these wind speed profiles in the data

assimilation and howwell the AROMEmodel describes

the vertical distribution of the wind speed. The wind

speed profilers used in this study during XP0 include the

following:

d one Windcube-70 lidar developed by Leosphere and

Onera (the French aerospace laboratory), which mea-

sures the wind speed from 100 to 2000m with a 50-m

vertical resolution;
d one PCS 2000 sodar fromMeteorologischeMesstecknik

GmbH (METEK), which measures the wind speed be-

tween 20 and 460m with 10-m vertical resolution; and
d two UHF profilers, which measure the wind speed

between 150 andup to 4000m; both of theUHFprofilers

were continually operated in both high (150-m resolu-

tion and a top height of 4km) and low mode (75-m

vertical resolution and a top height of 3km).

During XP1, only the lidar and one of the UHF pro-

filers were available.

3. Assessment of the turbulent kinetic energy of the
AROME Airport configuration

Because one of the purposes of AROMEAirport is to

provide a wake vortices prediction system with

turbulence-related fields, the behavior of themodel with

regard to the turbulence will be assessed in this section.

TKE in fluid dynamics is the mean kinetic energy per

unit mass associated with eddies in turbulent flow, which

is associated with the fluctuating part of the motion. The

concept of decomposing the fluid motion into a mean

and fluctuating part requires the use of an averaging

operator to separate each term. There exist two slightly

different approaches for giving a relevant mathematical

background to the partition between a mean and a fluc-

tuating part. In the first method, the mean operator is

a mathematical expectation in an ideal probabilistic

space.

Applying this method to the Navier–Stokes equations

leads to the Reynolds-averaged Navier–Stokes equa-

tions (RANS). These equations have been described in

many reference books and articles (see, e.g., Reynolds

1895; Tennekes and Lumley 1972; Libby 1996). This first

point of view is coherent with the atmospheric TKE

measurements (Wyngaard and Cot�e 1971), where TKE

is considered an intrinsic physical field independent of

any numerical simulation context.

In the second approach, the governing fluid equations

are obtained by applying a space and time averaging

directly to the Navier–Stokes equations, with the use of

a kernel function convoluted to each term of the original

equations. Its length scale is equal to the grid size of the

model and its time scale is equal to its time step. This

approach, which is used in many numerical weather

prediction models such as AROME, is generally referred

to as large eddy simulation (Smagorinsky 1963;Deardorff

1970). With these equations the TKE is a prognostic

variable that represents the part of the kinetic energy

that is due to the subgrid-scale motion and its value

decreases when the grid size of the model decreases,

contrary to the TKE derived from RANS theory.

The AROME and AROME Airport models use the

following one-dimensional equation for TKE:

de

dt
5ae1/2

�
›U

›z

�2

2b
g

uy
e1/2

›u

›z
2 ge3/2 , (1)

where e is the TKE; uy the virtual potential temperature;

u the potential temperature;U the horizontal velocity; g

gravitational constant; z is height; t is time; and a, b, and

g are three suitable coefficients. Notice that the three

terms represented on the right-hand side of the equation

are the shear production, the buoyancy production, and

the dissipation, respectively; the turbulent transport

term is taken into account in the shear production and

the buoyancy term, while the pressure correlation term

is neglected. This TKE equation is derived from con-

cepts that were first used in atmospheric boundary layer

large-eddy simulation (LES) models (Moeng 1984).

The TKE parameterization is important inside the

atmospheric boundary layer where the highest values of

TKE in the whole atmosphere are to be found. The

2.5-km horizontal resolution of the AROME model is

too large to explicitly represent the motion of the eddies

in the boundary layer, thus making it necessary to use

a shallow convectionmodel. TheAROMEandAROME

Airport shallow convectionmodel [eddy diffusivityKain–

Fritsch (EDKF)] described in Pergaud et al. (2009) pro-

vides the TKE equation with a source term, which is

indeed the main contribution to the evolution of the

TKE. EDKF requires, among other assumptions, that

the grid size of the model not be too small.

The behavior of AROME Airport was tested with

various horizontal resolutions, and the evolution of the

vertical TKE profile was assessed. Figure 3 presents

vertical profiles of kinetic energy (a resolved part and

a turbulent part; i.e., TKE) for two different horizontal

resolution configurations (dx 5 500 and 2500m). It is

averaged over a period of 15 days, from 1 to 15 August

2012. The values are issued from 5-h forecasts from the

1200 UTC runs so that free convective boundary layer

conditions are sampled. The resolved and the turbulent

kinetic energy are plotted for both resolutions.
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Resolved and subgrid kinetic energy results present

small differences between the two resolutions. The

vertical profile of resolved energy increases greatly from

zero at the ground up to a maximum of 3.8 J kg21 at

approximately 300m, then it slightly decreases. A sec-

ond local maximum is found at the top of the boundary

layer. These resolved profiles have values that are in

agreement with the theory. The TKE profiles are also

the same between the two resolutions. Their values

linearly decrease with height, approaching zero at the

top of the boundary layer. To sum up, the AROME

models behave as if the resolved and subgrid parts of the

boundary layer wind are the same at these two resolu-

tions, whereas the averaging box size that discriminates

between subgrid and resolved motion is different. (It is

supposed here that the difference in the orographic res-

olution has a weak impact on the total kinetic energy.)

According to spectrum studies of the convective at-

mospheric boundary layer, the classical length scale for

horizontal motion ranges from tens of meters inside the

surface layer up to 1 km when convection is fully de-

veloped (Stull 1988). Consequently, with a horizontal

500-m resolution, amesoscalemodel is expected to partly

resolve thesemotions, which lies in contradictionwith the

previous results. However, as shown in Skamarock (2004)

and Ricard et al. (2013), the dynamical cores used for

numerical weather models do not resolve motions at the

horizontal resolution, but rather at 5 3 Dx. Conse-

quently, these results are coherent with the diagnostics

carried out in Fig. 3 for both horizontal resolutions (dx5
500 and 2500m), and the effective horizontal resolution

remains much larger than the largest eddies of the

boundary layer. This allows the EDKF parameteriza-

tion to be used, without violating the minimum grid-size

assumption.

The sensitivity of the TKE scheme [Eq. (1)] has also

been tested with different settings of EDKF: the buoy-

ant and shear production were modified by changing the

value of the multiplicative coefficient according to

values identified in the literature. Although with new

coefficients for the dx 5 500-m configuration the TKE

values decreased a bit and hence were more in agree-

ment with what is expected (not shown), these new

settings led to other problems, such as worse wind

scores, and the same configuration was kept for dx 5
500m as for the dx 5 2500-m resolution for further

model runs.

4. Verification of AROME Airport for wind speed
and temperature

In this section the forecasts from AROME Airport

are validated using observations at screen level as well as

using the available wind speed profiles from the two

measurement campaigns, XP0 and XP1, and radiosonde

data. To have a first indication of the capabilities of the

AROMEAirport systemwith respect to the operational

AROME model, initially the comparisons are made for

the forecasts starting at the synoptic hours in order to

compare the forecasts for the same hours.

In section 4e, AROME Airport is evaluated during

more realistic conditions employing the forecasts for all

hours of the day, and also looking at the differences

between using the most recent forecasts from the oper-

ational AROME model and using the forecasts that

realistically are available at the same time as the fore-

casts from AROMEAirport. Depending on the hour of

the day, the realistically available forecasts from the

operational model are from somewhere between 2 and

9 h before whereas in the idealized case the best avail-

able forecast is never older than 5 h.

Another effect to take into consideration when

looking at these results is that the two periods studied

are characterized by different weather conditions.During

the first campaign (XP0 in early summer), the weather

was warmer andwith amoremarked diurnal variation in

the temperature than during the autumn campaign XP1.

The average wind speed was more similar during both

campaigns, but the day-to-day variations were larger

during XP1.

a. 10-m wind speed

The data from all available weather stations within the

CDG domain are used to validate the model data. Each

FIG. 3. Profiles of the resolved and subgrid kinetic energy as

a function of vertical height for two different horizontal resolu-

tions: 0.5 and 2.5 km.
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hour this dataset is compared to the output of the model

from the grid point closest to each station. Both the data

from the Paris and the CDG domains of AROME Air-

port are compared to the output from the operational

AROME runs, at the corresponding forecast hours. To

compareAROMEAirport with the operational AROME

at the same forecast hours, at first this comparison is

made only at the synoptic hours.

Figure 4 shows the root-mean-square error (RMSE)

and the bias for the 10-m wind speed for two 4-week

periods during May–June 2011 (left) and September–

October 2012 (center), as well as for both of the periods

combined (right). During the summer period it is

interesting to note that while the forecast over the Paris

domain is systematically worse than the operational

AROME simulation, the high-resolution forecasts

over the CDG domain have RMSE values that are in-

distinguishable from the operational model despite the

fact that the initialization and boundary conditions for

the CDG domain come from the Paris domain. During

the autumn, both the Paris and CDG domains perform

better than the operational model, except for the first

forecast hour. Calculating the RMSEs for both 4-week

periods together shows that all three models have

a comparable performance. For the first forecast hour

there is a slightly lower RMSE for the operationalmodel

than for the others, but for the following forecast hours

the CDG domain shows the lowest RMSE values.

The bias is positive for the operational model of the

same magnitude for both of the periods. The Paris do-

main has a negative bias during the summer period and

a much smaller positive bias during the autumn period.

The high-resolution CDG domain has almost no bias

during the summer period, whereas during the autumn

there is a small positive bias. The net effect is that the

smallest bias is found over the Paris domain whereas the

overall largest bias is still found in the operational

model. Almost all of the differences found in the bias

between the different configurations are statistically

significant whereas none of the differences in the RMSE

values are. For further details please, see the appendix

(Table A1).

b. Wind direction

The differences in the RMSE and the bias of the wind

direction between AROME Airport and the operational

FIG. 4. (top) RMSE and (bottom) bias calculated from forecasts starting at the synoptic hours for the 10-mwind speed during 4 weeks in

(left) May–June and (center) September–October 2011, and (right) for both periods combined for the simulations by the operational

AROME system (green squares), and for AROME Airport for the Paris domain (red triangles) and the high-resolution CDG domain

(blue crosses).
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AROME are small and therefore these figures are not

shown here. During XP0 the RMSE is almost constant

for all models and all forecast hours, at around 258, and
during XP1 it is 228–238. The bias also changes very little

with the forecast hour; during XP0 it does not exceed 38
for any model, whereas during XP1 the maximum bias is

68 for the operational AROME, at the 4-h forecast. The

maximum bias for AROME Airport (both domains),

meanwhile, is found for the fifth forecast hour and is

slightly above 58.

c. Wind speed profiles

Vertical profiles of the wind speed are available at

0000 and 1200UTC from the radiosondes at theTrappes,

France, station, situated near the western border of the

CDG domain. To have an independent reference for the

capability of AROME to forecast the vertical profile of

the wind speed, the wind speed data from the Trappes

radiosondes are also compared with the analyses from

the European Centre for Medium-Range Weather

Forecasts (ECMWF). It is worth mentioning that these

radiosonde data are assimilated by both models.

Because the radiosonde profiles are only available

twice daily, the comparison with the model data is nec-

essarily performed for a smaller statistical sample.

Nonetheless, this comparison still provides a useful in-

sight into the performance of AROME Airport in the

free atmosphere. Figure 5 shows the vertical profiles of

the bias and the RMSE of three models: the analyses

from the ECMWF (using 0.1258 resolution), the analyses
from the operational AROME, and the forecasts from

the high-resolution AROMEAirport for XP0 and XP1.

The profiles from AROMEAirport are calculated from

the 1-h forecasts valid for the same time because no

analyses are saved from the 500-m resolution. The

analyses from the coarser Paris domain are saved.

However, because the RMSE and bias from the Paris

domain are very similar to the CDG domain, these re-

sults are not shown here in order to make Fig. 5 clearer.

It is obvious from these figures that the best scores come

from the analyses of the operational AROME model.

However, it is encouraging that the 1-h forecasts from

AROME Airport show scores that are comparable to

the analyses of the ECMWF.

Looking at the wind speed profile using the data from

the wind profilers obtained during XP0 and XP1, it is

possible to get a more detailed look at the performance

of the AROME model nearer to the ground. The dif-

ferent profilers during themeasurement campaigns have

different resolutions and maximum measurement

heights, as described in section 2. An instrument-by-

instrument comparison shows little difference in the

RMSE and the bias for the different models. To get

a more concise view of the performance of the model

with respect to the profiler data, the RMSE and the bias

for each of the profilers are combined. The result of this

analysis is found in Fig. 6, which shows the results for the

CDG domain (crosses), the Paris domain (triangles),

and the operational AROME model (squares) for the

same forecast hours starting from the following synoptic

hours: 0000, 0600, 1200, and 1800 UTC. The difference

between the three versions of AROME is small, but the

bias is slightly better for AROME Airport on the small

domain. The bias of the Paris domain is practically

identical to the bias for the operational model, particu-

larly for the first 3 h. The differences in theRMSE values

are also small, where the AROME CDG has slightly

smaller RMSEs for the first forecast hour and to a lesser

extent for the second and third hours whereas the op-

erational model is somewhat better for forecast hours

four and five.

Also taking advantage of the large amount of simu-

lations that are produced daily from the AROME Air-

port configurations, the same analysis as above is

repeated but using all available forecasts for the 24-h

runs from the CDG and Paris domains (not shown).

Looking at these data, there is a small improvement in

the AROME simulation at 500m (CDG) with respect to

the Paris domain in the first kilometer above the ground.

Higher up, there is still a small difference (albeit very

small) in favor of the small-scale model where the

RMSE and average difference between the model and

FIG. 5. RMSE (solid lines) and bias (dashed lines) of the analyses

from ECMWF (orange), the analyses of the operational AROME

model (green), and the 1-h forecasts from AROME Airport over

the CDG domain (blue) compared to the radiosonde data from the

Trappes station.
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the observations are slightly smaller for the forecasts

from the CDG domain.

d. 2-m temperature

The temperature at 2m is compared with the forecasts

in the same way as the 10-m wind speed. This compari-

son is also at first made for the forecasts originating from

all four synoptic hours. The RMSE and bias for these

forecasts for the AROME Airport and the operational

AROME from the simulations of the 4 weeks during

XP0 (left) and the similarly long XP1 (center), as well as

for both periods combined (right), are shown in Fig. 7.

Looking at theRMSE in Fig. 7 (top) it is obvious that the

operational model is predicting the 2-m temperature

better than AROMEAirport for both the Paris domain

and the high-resolution CDG domain, regardless of the

period studied.

The bias behaves differently during the two periods.

During XP0, clearly the best model is the high-

resolution CDG domain, which starts with an almost

neutral bias for the first 2 h and thereafter gets slightly

higher.With the exception of the first forecast hours for

AROME Airport, all three models show a positive

bias. However, during XP1 all models show a negative

bias with respect to the observations and the worst

model is the CDG domain. Adding up all the data gives

a very small bias and the overall best model is the op-

erational AROME. A summary of the forecast hours

when the differences found in the bias and the RMSE

are statistically significant is shown in the appendix

(Table A2).

The reason for the apparently better bias in the 2-m

temperature during XP0 for the high-resolution domain

is obvious if the hour-by-hour bias is studied instead.

Figure 8 (top) shows the hourly bias during XP0 (May–

June). The forecasts from AROME Airport (triangles,

Paris; crosses, CDG) are 1-h forecasts, whereas the data

from the operational model (squares) correspond to the

most recent forecast for the corresponding hour, or the

analysis (marked in red). The bias from the operational

model is close to zero during most of the day, but as the

afternoon progresses the bias becomes more and more

positive, with the exception of the 1800 UTC analysis,

and the net result is thus a positive bias. The biases for

the Paris and CDGdomains are similar, even though the

absolute value of the bias from the Paris forecasts is

slightly higher than for the CDG forecasts. In the early

morning the bias decreases by almost 18C between 0400

and 0600 UTC.1 Afterward, the bias slowly approaches

zero and in the evening the bias is positive again. The net

effect of a strong negative bias in the morning and an

equally strong positive bias in the evening is close to

zero. During XP1 (Fig. 8, bottom) the hourly bias does

not show the same drastic decrease during the morning

hours and the sharp increase in the evening hours is also

absent.

It is important to note that these comparisons, and also

those in section 4a, are not showing the full potential of

FIG. 6. (left) RMSE and (right) bias of the wind speed profiles for both XP0 and XP1 for three versions of the AROME model: the

operational AROME (green lines), the Paris domain from AROME Airport (red lines), and the high-resolution CDG domain from

AROME Airport (blue lines).

1 The values are 0.898C for the Paris domain and 0.848C for the

CDG domain.
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the AROME Airport system because the idea behind

AROMEAirport is to have a rapid forecast available at

all hours of the day and the operational AROME is only

reinitialized every 6 h. In the next section, the scores for

AROME Airport are presented using the forecast from

all hours of the day and night in order to give a more

detailed view of the system’s capabilities.

e. Validation of AROME Airport in an operational
setting

The least expensive way to forecast on a very short

time scale is to use themethod of forecast by persistence,

that is, presuming that the weather will not change from

what has already been observed. For very short time

scales, such as 1–2 h, this can be an accurate method.

Figure 9 shows the RMSEs for the 2-m temperature and

the 10-m wind speed for XP0 and XP1 calculated for all

hours, where the worsening performance of the opera-

tional model here is represented by the green squares.

Solid lines represent the most recent forecast, though in

a real-time system for at least half of the time these

forecasts would not be available yet. Dashed lines rep-

resent the most recent forecast that is actually available

in real time at the time considered.

The performance of the forecast made by the persis-

tence technique (circles) varies with the period and pa-

rameter studied. Looking at the 2-m temperature (Fig. 9,

top) during the May–June period (XP0) the forecast

from the persistence method clearly provides the worst

forecasts whereas the best performance comes from

AROME Airport. Both AROME Airport domains

have almost equal scores for all forecast hours; however,

the Paris domain is marginally better. During September–

October (XP1), for the first forecast hour, the forecast

by the persistence method provides a forecast that is

better than either the CDG domain or the operational

model but worse than the forecast from the 2.5-km Paris

domain, which is the best model with regard to the

RMSE values during this period. Looking at the RMSE

just 1 h later, the forecast by the persistence method is

worse than that of the worst-performing model (the

operational AROME in a real-time setting) and after-

ward the forecast made by the persistence method con-

tinues to deteriorate. Overall, the best model for the 2-m

temperature is the Paris domain, the worst-performing

numerical model is the operational AROME model us-

ing the realistically available forecasts, and all model

configurations outperform the forecast made by the

FIG. 7. (top) RMSE and (bottom) bias calculated from forecasts starting at the synoptic hour for the 2-m temperature during the 4 weeks in

(left)May–June and (center) September–October 2012, and (right) for both periods combined for the simulations by the operational AROME

(green squares), and for AROME Airport for the Paris domain (red triangles) and for the high-resolution CDG domain (blue crosses).
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persistence method. The statistical significance between

the differences in the RMSE values for the different

AROME configurations for the 2-m temperature and

the 10-m wind speed is presented in the appendix

(Table A3).

The RMSE values for the 10-m wind speed during

XP0 (Fig. 9, bottom left) show that the persistencemethod

is outperformed by all models. DuringXP1 (Fig. 9, bottom

center) the forecast by the persistence method is worse

than both versions of AROME Airport but better than

the operational AROME for the first forecast hour;

thereafter, all AROME configurations have lower

RMSE values than the forecasts by the persistence

method. Looking at only the AROMEmodels, the wind

speed is most accurately described (as shown in the

RMSE values) by AROME Airport with the high-

resolution CDG domain during XP0, and the worst

model is AROME Airport on the larger Paris domain.

During XP1 the situation is different and now AROME

Airport for both the Paris and the CDG domains have

the lowest RMSE values and the worst of the models is

the operational AROME calculated using the realistically

available hours. Calculating the RMSEs of the wind

speed for both periods together shows that there are

small differences in the performance of the models both

with regard to the forecast hour and between the models

themselves (Fig. 9, bottom right); however, the high-

resolution model does have the smallest RMSE values,

and as expected, the worst-performing model is again

the operational AROME calculated using the re-

alistically available forecasts. The forecast by persis-

tence method is more reliable for the wind speed than

for the temperature, but it is still better to rely on the

model forecasts.

5. Discussion

a. Sensitivity of the data assimilation system

To better understand why the operational model ap-

pears to provide a more accurate description of the 2-m

temperature, if the same forecast hours are compared

with one another, further tests on the data assimilation

system were performed looking at

(i) increasing the background error covariances (B ma-

trix) used in the data assimilation by a multiplicative

coefficient (i.e., configuration i),

(ii) introducing a stricter cutoff limit so that observa-

tions that arrive too late are not included in the data

assimilation (i.e., configuration ii), and

(iii) removing all observations of the temperature and

the humidity at 2m from the data assimilation (i.e.,

configuration iii).

To better quantify the effect of the data assimilation,

the scores are calculated on the larger Paris domain,

where approximately 500 observations are available for

each hour. The RMSE and the bias of the 2-m temper-

ature for the Paris domain are shown in Fig. 10. These

scores are calculated for the synoptic hours during a test

week during XP1 (8–14 October 2012). In Fig. 10, there

are two curves representing the operational AROME

model, which, just as in section 4e, depends on whether

the data come from forecasts originating from the syn-

optic hour in question or whether they originate from

the most recent forecasts that would be available in real

time. The forecasts that are available in the real-time

setting are also the forecasts that are used as initial and

lateral boundary conditions by AROME Airport; these

forecasts can be up to 9h old. With this in mind, it is not

surprising that in Fig. 10 both the lowest RMSE values

and the smallest bias come from the operationalAROME

using the most recent forecasts (green solid lines) and

FIG. 8. Hourly bias of the 2-m temperature during (top) XP0 and

(bottom) XP1 for the operational AROME (green squares), Paris

domain (red triangles), and CDG domain (blue crosses) simula-

tions. The red squares indicate the synoptic hours, where the data

from the operational model correspond to the analysis and not to

a forecast.
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the worst from the operational AROME with the fore-

cast that would have been available in real time (green

dashed lines). The data from AROMEAirport with the

lowest RMSE and bias come from the configuration with

the multiplicative coefficient in front of the B matrix

(configuration i), which has a small but positive influence

on the scores with respect to the standard configuration

(triangles), whereas the introduction of a stricter cutoff

limit (crosses) marginally worsens the scores. The worst-

performing AROME Airport configuration is configu-

ration iii (blue diamonds), which does not assimilate the

2-m temperature or the relative humidity. This config-

uration does not present any improvement with respect

to the operational AROME data, which are available in

a real-time setting.

These data show that the AROME Airport system

can provide an improvement in the short-range forecasts

for the 2-m temperature when compared to the opera-

tional AROME forecasts available at the same time.

This comparison also shows that using screen-level ob-

servations in the data assimilation has a large positive

influence on the forecasts, something that has also been

shown by Brousseau et al. (2013), though the impact on

the forecast skill of both a specifically tuned B matrix

and of a long cutoff, while positive, seems less important

than in the case of forecast lead times beyond now-

casting ranges.

b. Initialization files and boundary conditions

In an attempt to verify the hypothesis that the fore-

casts from AROME Airport would be better if the

model was using more recent initial conditions, bound-

ary conditions, and surface analyses, a test was per-

formedwhereAROMEAirport was runwith unrealistic

startup conditions, that is, starting AROME Airport

with files from the operational AROME that in a real-

time systemwould not be available yet. A number of test

simulations using combinations of the initial startup

conditions (guesses), surface analyses, and coupling files

from different starting times were tested. Using the

difference in the 2-m temperature between the opera-

tional AROME and AROME Airport on the Paris

FIG. 9. RMSE for the (top) 2-m temperature and (bottom) 10-m wind speed during (left) XP0 and (center) XP1, and (right) for both

periods combined for the AROMEmodels compared to the forecast by persistence method (black circles). Green squares with solid lines

are for the operationalmodel where the forecasts are the bestmatch for the hour, whereas the dashed lines are for the same scores from the

forecasts that are actually available at the given time. For AROMEAirport the red triangles are the forecasts from the Paris domain and

the blue crosses come from the high-resolution CDG domain.

AUGUST 2014 HAGEL IN ET AL . 783



domain as an indication of the impact of the different

configurations, there is always a benefit in using an up-

to-date surface analysis from the operational model.

These tests show that AROMEAirport would certainly

benefit from having its own surface analysis. However,

adding an extra step for the surface analysis would also

result in a much more complex configuration. Using

synchronous files for the initialization conditions and

lateral boundary conditions (i.e., using forecasts from

the sameAROME run as in the initialization and for the

lateral boundary conditions) also improved the perfor-

mance of AROME Airport. However, due to the time

constraint of a future operational AROME Airport

system, it is necessary to use asynchronous data, because

the data analysis also showed that it is better to use the

most recently available forecast for the initialization and

the lateral boundary conditions.

6. Conclusions

This study presents the AROME Airport system, in-

cluding its configuration and capabilities. AROME

Airport is a high-resolution NWPmodel that is intended

to be used as an aid for nowcasting purposes. The output

of this model is also meant to be used as initialization

data for a wake vortices prediction model to forecast the

wake vortices of airplanes during landings and takeoffs.

For this purpose AROMEAirport provides forecasts of

both the classic meteorological parameters, such as wind

speed and temperature, as well as the turbulence pa-

rameters TKE and EDR.

This study has focused on the verification of the high-

resolution AROME model, with a resolution of 500m,

surrounding Paris Charles de Gaulle Airport. This do-

main is very flat, so the higher resolution is not expected

to provide any dramatic improvement in the forecast

with respect to the operational version of the AROME

model.

Looking at the TKE of AROME Airport at different

resolutions (dx 5 500 and 2500m) in a free convective

boundary layer showed that the difference in the re-

solved energy (TKE) between the different resolutions

was very small and the subgrid kinetic energy was very

similar for both resolutions. This means that the effec-

tive resolution when using the 500-m grid is larger than

the largest eddies in the boundary layer and that the

shallow convection parameterization can be used.

The scores (root-mean-square error and bias) for the

forecasts from AROME Airport have been calculated

for the wind speed and temperature during two obser-

vational campaigns at CDG, during May–June 2011

(XP0) and September–October 2012 (XP1). During

these periods several vertical profilers measuring the

wind speed were available in addition to the standard

observations.

Calculating the scores for AROME Airport and

comparing the results to those of the operational

AROME for the synoptic hours, the best scores for the

FIG. 10. (right) RMSE and (left) bias for the 2-m temperature with differences in the data assimilation calculated for the larger Paris

domain. Green-squared lines are for the operational model where the solid lines are the forecasts from each synoptic hour, whereas the

dashed lines the same scores from the forecasts that are actually available at the given time. For AROMEAirport the red triangles are for

the standard configuration, purple circles are for configuration i, orange crosses show configuration ii, and navy diamonds are for con-

figuration iii.
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10-m wind speed are found for the high-resolution

model of AROME Airport during XP0 whereas dur-

ing XP1 there is practically no difference between the

high-resolution CDG domain and the Paris domain and

both of them are better than the operational model.

Combining the data from the two periods demonstrates

that the CDGdomains have slightly lower RMSE values

than do the other models. Comparing the models with

the data from the wind speed profiles, the scores are very

similar but with a very small improvement for the high-

resolution model. Looking at the 2-m temperature for

the forecasts starting at the synoptic hours, the best

RMSE values are obtained using the operational model.

The bias is inconclusive and shows a positive bias during

XP0 whereas during XP1 it is negative, which leads to an

overall bias that is almost neutral. The differences be-

tween the different model configurations are small and it

is no surprise that a test of the statistical significance of

these scores shows no statistical significance for the

RMSE of the 2-m temperature and only for a few hours

between the CDG domain and the other two domains

for the 10-mwind speed. The differences in the bias were

found to be more statistically significant, especially for

the 2-m temperature.

However, because AROME Airport is designed to

run every hour, calculating the same scores for the wind

speed and the temperature in the boundary layer and

comparing the results to what realistically is available

from the operational model, as well as the forecast made

by the persistence method, gives a much more realistic

view of the capabilities of AROME Airport. During

XP0 the high-resolution AROME Airport simulation

provides the lowest RMSE values for the 10-m wind

speed whereas during XP1 both the high-resolution

CDG domain and the Paris domain are comparable.

Combining the two periods shows that overall there are

small differences in the RMSEs for all models, but the

high-resolution CDG domain provides the lowest RMSE

values and the forecast by persistence method is out-

performed by all of theAROMEconfigurations. The 2-m

temperature is equally well forecasted over the Paris and

the CDG domains during XP0 whereas during XP1 the

Paris domain outperforms the others, even though for the

first forecast hour the forecast by persistence method has

an almost equally low RMSE. Combining the data for

both periods shows that the overall best model is the Paris

domain and again the forecast by persistence method is

outperformed by all model configurations. The statistical

significance was only calculated for the RMSEs for these

runs and interpreting the results is complicated. The only

clear conclusion is that the results for the 2-m tempera-

ture were found to be more statistically significant than

the results for the 10-m wind speed.

The sensitivity of the data assimilation and its impact

on the 2-m temperature was also shown. The data as-

similation improves the results from AROME Airport

on the Paris domain, which is the domain where the data

assimilation of AROME Airport is performed. It was

also shown that the screen-level observations and radar

observations can be more important for short-term

forecasts than for longer-term forecasts, which are more

driven by the large-scale initialization.

Having tested the impact of the initialization files

and the lateral boundary conditions, it was found that

the forecasts from AROME Airport are improved if

the initialization files and the files used as boundary

conditions are synchronous; however, it is also bene-

ficial to use the latest available forecasts and analyses

for these tasks. Because AROME Airport is supposed

to be run in an operational environment, it is not

possible to benefit from synchronous initialization

conditions.

A future version of AROME Airport might benefit

from a cycled configuration in order for it to take ad-

vantage of its own forecasts. AROME Airport would

also benefit from a B matrix that is recalculated and

adjusted specifically for AROME Airport. This would

optimize the data assimilation. However, the statistical

sample provided here is yet too small to provide an ac-

curate sample for this task.

All in all, AROME Airport has shown some encour-

aging results for the Paris CDG area at high resolution.

Despite the fact that the high-resolution domain is

rather small (100 km3 100 km) and the orography here

is very smooth, the results for the 10-m wind speed are

particularly encouraging. It would also be useful to con-

tinue this study in order to verify the model for a longer

period than the 8 weeks used here to assess the ability of

the model during all seasons.

AROME Airport has already been run in a semi-

operational test during XP1 and further tests are

planned for September 2014. Tests using AROME

Airport in real time are scheduled for 2015.
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APPENDIX

Statistical Significance of the Differences between
the Model Configurations

The statistical significance of the differences found

in the scores for the screen-level observations between

the different configurations of AROME Airport and

the operational AROME model in section 4 is
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presented in this section. The statistical significance is

calculated using the Student’s t test with a confidence

interval of 95%. These calculations are performed for

the results presented in Figs. 4, 7, and 9.

Tables A1 and A2 show for which forecast hours the

differences in the RMSE and the bias between the dif-

ferent AROME configurations were statistically signif-

icant for the 10-m wind speed (Table A1) and the 2-m

temperature (Table A2) for the synoptic hours. For the

10-m wind speed none of the differences found in

the RMSE values are statistically significant whereas the

differences in the bias are statistically significant for al-

most all of the forecast hours. For the 2-m temperature

the only differences in the RMSEs found to be statisti-

cally significant were between the CDG domain and the

operational model for the first forecast hour during XP1

and for the first 3 h when the RMSE is calculated for

both XP0 and XP1 combined. The difference in the bias

is statistically significant between both domains of

AROME Airport and the operational AROME model

during XP0. During XP1 only the difference in the bias

for the first forecast hour between the CDG domain and

the Paris domain and the difference between the CDG

domain and the operational model are statistically sig-

nificant. The statistical significance for the differences

between the model configurations when both of the

studied periods are combined is only present for the first

forecast hour between the Paris and CDG domains and

for the first 2 h between the CDG domain and the op-

erational model.

Table A3 shows the statistical significance of the dif-

ferences in the RMSE values for the forecasts for all 24 h

for both the 2-m temperature and the 10-m wind speed.

For the 2-m temperature almost all of the differences

found in the first forecast hour are statistically significant

and for the forecast hours that follow, fewer and fewer of

the differences found between the different configura-

tions are statistically significant. For the 10-m wind

speed only three of the differences between the different

model configurations are statistically significant. These

TABLE A1. Summary of the forecast hours for which the dif-

ferences in the scores between the different AROME configura-

tions are statistically significant for the 10-m wind speed for the

synoptic hours in Fig. 4. The first column shows the results for

the high-resolution CDG domain and the larger Paris domain, the

second column is between the CDG domain and the operational

model, and the third column is for the Paris domain and the op-

erational model.

CDG–Paris (h) CDG–OP (h) Paris–OP (h)

RMSE

XP0 — — —

XP1 — — —

Both — — —

Bias

XP0 1–5 1–5 1–5

XP1 1–5 3–5 2–5

Both 1–5 1–5 1–5

TABLE A2. Summary of the forecast hours for which the dif-

ferences between the scores for different AROME configura-

tions are statistically significant for the 2-m temperature for

the synoptic hours in Fig. 7. The first column shows the high-

resolution CDG domain and the larger Paris domain, the second

column is between the CDG domain and the operational model,

and the third column is for the Paris domain and the operational

model.

CDG–Paris (h) CDG–OP (h) Paris–OP (h)

RMSE

XP0 — — —

XP1 1 1 —

Both — 1–3 —

Bias

XP0 — 1–5 1–5

XP1 1 1 —

Both 1 1–2 —

TABLE A3. Summary of the forecast hours for which the differences between the RMSE values for the different AROME configu-

rations are statistically significant for the 2-m temperature and the 10-m wind speed for all 24 h in Fig. 9. CDG is the high-resolution

domain, Paris is the Paris domain, OP refers to the most recent forecasts from the operational model, and OPre indicates the forecasts

from the operational model that are available in a real-time setting.

CDG–Paris (h) CDG–OP (h) CDG–OPre (h) Paris–OP (h) Paris–OPre (h) OP–OPre (h)

2-m temp

XP0 — 1–3 1–5 1–5 1–5 1

XP1 1 — 1 1–2 1–3 —

Both 1 1–2 1–4 1–4 1–5 1

10-m wind

XP0 — — — — — —

XP1 — — — — 1 —

Both — 1–2 1–2 — — —
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are the differences between the CDG domain and the

operational model (both the most recent forecasts and

the realistically available forecasts) for the first 2 h and

between the Paris domain and the older, realistically

available, forecast from the operational model for the

first hour.
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